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ABSTRACT
MicroRNAs (miRNAs) are small RNA molecules that tar-
get particular genes and prohibit their expression. Since
many important diseases are related to the expression or
non-expression of particular genes, knowing the miRNAs
that affect these genes can help in finding possible treat-
ments. In the last decade, a large amount of experimental
studies trying to reveal the targets of several miRNAs has
been published. A handful of curated databases that collect
miRNA targets from the literature have been developed to
make this information more easily available. However, due
to the large number of existing published articles, maintain-
ing these databases up-to-date is a tedious task that requires
important resources. In this work we introduce TarMiner,
a pipeline for automatic extraction of miRNA targets that
can facilitate the curation process of databases that main-
tain miRNA validated targets.
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1. INTRODUCTION
MicroRNAs (miRNAs) are small non-protein coding RNA

molecules that bind on the transcripts of particular genes,
called targets, and inhibit their expression. Since this func-
tion associates them to the causes and the treatment of
many diseases (e.g., various types of cancer [2, 18]), many ef-
forts have been made to discover the targets of each miRNA
molecule.

In recent years, many databases that collect verified mi-
RNA targets have been developed [4, 13]. In almost all cases,
their data are created and maintained up-to-date by human
curators. This work is not trivial and requires important
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amount of time, since it consists of examining a large num-
ber of scientific publications and trying to identify excerpts
that include useful information for the database. Thus, the
administration of curated databases is a very tedious task.

TarMiner is a system aiming to facilitate the work of cu-
rators for databases that collect miRNA targets. In par-
ticular, given a set of publications, TarMiner automatically
identifies their sentences that mention experimentally veri-
fied miRNA-to-gene interactions.

Our contribution can be summarised as follows:

• We introduce TarMiner, a tool for automatic extrac-
tion of verified miRNA-to-gene interactions from the
text of scientific publications.

• We perform experiments on real data that evaluate the
accuracy of the aforementioned tool. In particular, we
measure precision, recall, and F-measure for several
configurations of TarMiner.

In contrast to existing automatic methods to extract mi-
RNA targets, TarMiner has the following advantages: (a) it
uses the full text of the publications and not only their ab-
stracts to retrieve many missing interactions, (b) it uses a
classifier trained on curated data that considers many NLP
features to achieve improved precision, and (c) it supports
miRNA and gene name recognition for a large set of species.
Outline. Section 2 describes TarMiner’s workflow, while
Section 3 presents the results of TarMiner’s evaluation. Sec-
tion 4 summarises previous work that is related to TarMiner.
Finally, Section 5 summarises the work.

2. TARMINER’S AUTOMATIC INTERAC-
TION EXTRACTION

Given a publication, TarMiner tries to automatically re-
trieve any miRNA-to-gene interactions described in its sen-
tences. Its workflow is presented in Figure 1. First, Tar-
Miner extracts from the publication all the sentences that
contain at least a miRNA and a gene name (e.g., ‘mmu-
mir-1’ and ‘FIGN’, respectively). Then, using NLP, a fea-
ture vector is formed for each miRNA-gene pair found in
the aforementioned sentences. Finally, a binary classifier
based on the maximum entropy model [5, 6] classifies each
miRNA-gene pair either as a miRNA-to-gene interaction or



Figure 1: TarMiner’s workflow.

as a non-interaction. The next sections describe this process
in detail.

2.1 Identifying sentences that contain miRNA
and gene names

TarMiner follows the assumption that only sentences which
contain at least a miRNA and a gene name might describe
miRNA-to-gene interactions. Therefore, identifying miRNA
and gene names is a very important task for TarMiner.

2.1.1 miRNA name identification
A simple grammar is adequate for the identification of

miRNA names. This is due to the fact that an official
nomenclature with some standard variations is used in the
literature. In particular, any miRNA name (with a very
small number of exceptions) has the following structure:
(species prefix)-mir-(miRNA suffix), where (species prefix)
is a 3-gram1 that encodes the species in which the miRNA
appears, while (miRNA suffix) is an identifier that differen-
tiates miRNAs from each other. Note that some miRNA
names include other tokens (e.g., “let”, “lsy”, “lin”) instead
of “mir” (e.g. hsa-let-7a-5p).

In the literature, miRNA names are often used with small
deviations. For instance:

• the species prefix is omitted

• the “mir” token is replaced by “miRNA”, “microRNA”,
or “mirn”.

TarMiner considers these name deviations; for instance, any
of the tokens “miRNA”, “microRNA”, and “mir” are consid-
ered identical to “mir”.

Besides, when an article refers to many miRNAs, their
names are often presented in a more compact form. For
example, the sentence “mir-100, mir-200, and mir-300” can
also be written in the following ways:

• mir-100,-200, and -300

• mir100/200/300

• miRNAs -100, -200, and -300

• mir 100, 200 and 300

Considering the aforementioned issues, TarMiner uses the
grammar shown in Figure 2 to identify miRNA names.

2.1.2 Gene name identification
There are many databases collecting information about

known genes. Although these databases assign well-structu-
red identifiers to the genes, these identifiers are not widely
used in the literature. More commonly, genes are referred to
by descriptive names that convey their function. The struc-
ture of these names makes it difficult to create a grammar
that describes them. To complicate things, a publication

1Or, in some cases, a 4-gram.

Figure 2: miRNA name recognition grammar.

may contain references to a gene transcript instead of refer-
ences of the corresponding gene.

It is evident from the above that gene name identification
can be a tedious task. To achieve the best possible results,
TarMiner uses a large gene name dictionary which contains
gene and transcript names and identifiers for many species.
Note that many dictionary entries are synonyms. TarMiner
uses the tool mygene2 [15] and NCBI eUtils3 to find such
dependencies among gene or transcript names.

A final issue in recognising gene names is the use of ab-
breviations. In particular, biomedical terms that refer to
diseases, cell tissues, or chemical compounds are often in-
troduced in publications along with an abbreviation. In or-
der to identify whether an abbreviation is used for a gene,
TarMiner uses appropriate abbreviation definition extrac-
tion software [10].

2.2 Creating feature vectors using NLP
After identifying sentences that contain miRNA and gene

names, TarMiner applies NLP on them. The result of this
processing is the identification of miRNA-gene pairs and the
production of a feature vector for each one of them.

2.2.1 NLP on sentences
Figure 3 summarises the NLP performed on the given sen-

tences. First of all, any stop words are removed. Then,
TarMiner performs POS tagging utilising the Stanford Tag-
ger [12], which uses the log linear model to discover the part
of speech of each word.

The next step consists of applying stemming to all words.
TarMiner uses two stemmers: Morpha Stemmer [7] and Porter
Stemmer [9]. The former uses words and their POS tags to
extact their lemmas (i.e., to remove their inflections). The
latter produces even simpler structures than the lemmas.

After stemming, TarMiner performs phrase chunking on
the sentences. A phrase chunker, based on the maximum
entropy statistical model, was developed. This software
divides any given sentence into noun, verb, or adverbial
phrases. The phrase chunker was developed using the max-
ent module of the NLTK library [1] and was trained on the
CONLL 2000 corpus [11] using the MegaM algorithm [3].

Finally, TarMiner performs dependency parsing on the
sentences, which extracts grammatical relations among the
words of sentences, such as subject-verb, or subject-object
relations. The underlying parser we used is the Stanford
Dependency Parser (part of the Stanford NLP library). For
a given sentence, this parser outputs a directed graph with
labels describing the association of words in it.

2http://mygene.info
3http://www.ncbi.nlm.nih.gov/books/NBK25501/



Figure 3: TarMiner’s NLP process.

2.2.2 Pair extraction
Many miRNA and gene names may be present in a single

sentence. TarMiner extracts distinct pairs of miRNA and
gene names from each such sentence. The pair extraction
returns all possible pairs, with only one restriction regard-
ing the order of miRNA and gene names in the sentence.
In particular, TarMiner extracts miRNA-gene pairs residing
in strictly neighbouring sentence blocks, where a block is a
continuous part of the sentence containing only one type of
names (i.e. miRNAs or genes).

Consider, for example, the sentence “. . . m1 . . . g1 . . . m2
. . . m3 . . . g2 . . . g3”, where m1-m3 are miRNA names, g1-
g3 are gene names, and . . . represents arbitrary text. The
miRNA-gene pairs extracted from this sentence by TarMiner
are represented as bidirected arrows in Figure 4. Due to the
limitation mentioned earlier, pairs m1-g2 and m1-g3 are not
extracted.

2.2.3 Filtering out pairs
One interesting finding of TarMiner’s evaluation is that

not considering some miRNA-gene pairs during training and
classification may result in improved accuracy (see Section 3).
For instance, pairs which are mentioned only few times in the
publication can be filtered out to achieve both better preci-
sion and recall in miRNA-to-gene interactions identification.
TarMiner supports this type of filtering. The threshold of
the minimum number of sentences in which a pair should ap-
pear in a publication, denoted as minSent, is a configuration
parameter of TarMiner.

2.2.4 Producing the feature vectors
For each miRNA-gene pair, TarMiner uses as features

some characteristics of the sentences that contain it. These
characteristics are extracted based on the results of the per-
formed NLP (see Section 2.2.1). Moreover, for some of the
features, TarMiner makes use of a set of words that are com-
monly used to describe interactions between miRNAs and
genes. We refer to this set as the set of interaction terms.

TarMiner’s features can be divided in the following cate-
gories:

• Dictionary based. This category consists of features
that depend on the existence of a particular interaction
term in the sentence.

• Phrase chunk based. This category consists of fea-
tures that consider the last word in any noun phrases
that involve miRNA and gene terms.

• Dependency graph based. This category has two
subcategories. The first uses the shortest paths be-
tween gene and miRNA terms on a sentence’s depen-
dency graph. Words on these paths are extracted as

Figure 4: The miRNA-gene pairs extracted from
sentence “. . . m1 . . . g1 . . . m2 . . . m3 . . . g2 . . . g3”.

features. The second category uses word pairs involv-
ing miRNA, gene, or interaction terms, extracted from
the dependency graph. The extracted feature is the
combination of words, as well as their dependency re-
lation.

• Word location based. This category contains fea-
tures that consider the location of words in sentences
regardless of their grammatical properties. There are
four subcategories: (a) features that consider word
pairs preceding miRNA or gene names, (b) features
that consider word pairs succeeding miRNA or gene
names, (c) features considering single words preceding
miRNA or gene names, and (d) features considering in-
termediate word sequences between miRNA and gene
terms.

• Mixed. This category combines elements from the
previously described categories. It contains four sub-
categories: (a) features that consider words in the
shortest dependency graph paths that also belong to
noun phrases of gene or miRNA names, (b) features
considering word sequences of up to three words that
contain an interaction term and are intermediate of
miRNA and gene names, (c) features considering in-
termediate word sequences between miRNA and gene
names containing an interaction term, which is substi-
tuted by its POS tag, and (d) features that consider in-
termediate word sequences between miRNA and gene
names containing an interaction term, where all words
but the interaction term are substituted by their POS
tags.

In addition to the previously described features, TarMiner
also makes combined use of them. Note that each of the
previously mentioned features corresponds to an element of
each candidate pair’s feature vector. The value of each ele-
ment is set to 1 if the feature holds for at least one sentence
that contains the pair and 0 otherwise.

2.3 Classification
TarMiner’s classifier gets a set of miRNA-gene pairs rep-

resented as feature vectors and judges whether there is an
interaction between the miRNA and the gene. The decision
is based on TarMiner’s trained model (see Section 2.4 for
details about training).

The output of TarMiner’s classifier is the probability of
each miRNA-gene pair to correspond to an actual interac-
tion. Thus, given a pair m1-g1, if the probability is greater
or equal to 0.5, then the classifier decides that there is an in-
teraction between m1 and g1. Otherwise, the co-occurrence
of the miRNA and the gene name in the same sentence is
assumed random.



Characteristic Value
Num. of publications 1,236

Num. of ver. miRNA targets 2,869

Table 1: Characteristics of the dataset used for
Tarminer’s evaluation

2.4 Training the classifier
TarMiner’s binary maximum entropy classifier is trained

on a set of feature vectors generated by sentences of pub-
lications contained in PMC database4. Each feature vec-
tor is marked as an interaction or non-interaction based on
data from TarBase v7 [13], a human curated database that
collects miRNA-to-gene interactions from life sciences pub-
lications. MegaM software [3] is executed with the previous
input to perform the classifier’s training. In fact, the train-
ing calculates the proper weight for each feature in order to
achieve the optimal classification of the feature vectors.

Recall that, for each publication in the training set, Tar-
Miner considers only pairs appearing in at least minSent
sentences (see Section 2.2.3). Moreover, any publications
that contain more than maxInter miRNA-to-gene interac-
tions are not used for training (and testing) of TarMiner.
This is because a large number of interactions are not ex-
pected to be described in a sentence of the article (e.g., they
may be described in a figure or table). Considering these
publications during training are going to falsify training.
Furthermore, publications focusing on fewer interactions are
expected to provide richer textual information. This is be-
cause, in case that few interactions are described, this may
imply they are more meticulously presented, e.g. through
conducting more experiments.

3. EVALUATION
TarMiner’s workflow was developed by combining third-

party software with custom Python code. For the needs of
the evaluation, a dataset containing open-access scientific
publications, along with all verified miRNA-to-gene inter-
actions inside them, was constructed. Table 1 summarises
the characteristics of this dataset. The text of the publica-
tions was derived by PMC5, while the verified interactions
by TarBase v7 database.

The aforementioned dataset was used to perform 5-fold
cross validation for the experiments. Each time, it was di-
vided in a training and a testing set. The former consisted
of the 2/3 of the publications, while the latter of the rest.
The values of precision, recall, and F-measure, presented
later in this section, are the average of the values observed
for the same measures observed for each repetition of the
experiments.

Table 2 presents the values of the aforementioned accu-
racy measures calculated during TarMiner’s evaluation. Tar-
Miner was trained and tested using varying values of min-
Sent (see Section2.2.3) and maxInter (see Section 2.4) filters.
First of all, precision is high (around 0.8) for almost any of
the examined TarMiner configurations. Recall is very high
(around 0.75) for small values of maxInter, however, it de-
creases rapidly for larger values. F-measure also follows the
same trend. The reason for this drop in recall and F-measure

4http://www.ncbi.nlm.nih.gov/pmc/about/intro/
5http://www.ncbi.nlm.nih.gov/pmc/

Precision

minSent / maxInter 1 5 10
1 0.8168 0.7901 0.7610
2 0.8614 0.8196 0.8197
3 0.8461 0.8151 0.8096
4 0.8157 0.8443 0.8081

Recall

minSent / maxInter 1 5 10
1 0.7698 0.6103 0.5069
2 0.7618 0.5784 0.5184
3 0.7346 0.5941 0.5444
4 0.7547 0.5991 0.5317

F-measure

minSent / maxInter 1 5 10
1 0.7924 0.6883 0.6081
2 0.8080 0.6780 0.6345
3 0.7863 0.6871 0.6506
4 0.7834 0.7004 0.6411

Table 2: TarMiner’s precision, recall, and F-measure
for varying thresholds of minSent and maxInter fil-
ters.

is that TarMiner focuses on interactions mentioned in sen-
tences containing miRNA and gene names. However, this is
not a convenient way to provide information about a large
number of miRNA targets. In many cases, this information
is contained in supplementary figures or tables. Identify-
ing such interactions is beyond the scope of TarMiner, since
its focus is on information expressed in natural language.
Another case is that, often, the authors introduce custom
notation to refer to the set of genes they examine. As a
result, TarMiner may fail to identify these genes in the text
and will fail to retrieve their interactions.

Moreover, it is evident that, in some cases, larger values
of minSent threshold achieve improved values of precision.
This is because, often, miRNA-to-gene interactions that are
verified by the experiments described in a publication are
mentioned many times in the publication’s text. Increasing
the minSent threshold means that the miRNA-to-gene pairs
used for training and testing have larger probability to cor-
respond to an actual interaction. Therefore, the classifier is
more accurately trained.

4. RELATED WORK
In recent years, a multitude of databases that record infor-

mation about miRNAs and their targeted genes and diseases
have been developed. In most cases, thorough manual cura-
tion is used to initialise and update these databases. Much
of the effort in the curation process is related to the ex-
traction of useful information that is included in the text
of scientific publications. This is why some databases have
integrated automated techniques in their workflows to assist
curators.

Regarding experimentally verified, as well as algorithmi-
cally predicted targets, databases such as MiRecords [16] and
MiRDB [14] have been developed. Most of the validated
targets recorded in these databases are captured through
human curation of publications (MiRDB also performs triv-
ial text mining, however, only to identify the importance of
each miRNA molecule). MiRTarBase [4] and TarBase [13]



are databases that focus on experimentally verified miRNA-
to-gene interactions. Both are based on curators surveying
scientific articles. TarBase also exploits text mining on the
articles’ titles and abstracts to find those that are considered
more likely to present findings on miRNA targets to assist
its curators in finding interesting material.

MirSel [8] is a text-mining based repository collecting
miRNA targeted genes and proteins. Its goal is to supple-
ment other repositories. Text mining is executed on pub-
lication abstracts. The extraction of relationships is based
on the co-occurrence of miRNA and gene names, as well as
on particular dictionary terms that describe associations of
biomolecules.

Finally, another work that utilises text mining techniques,
however to identify miRNA association to cancer types, is
MiRCancer [17]. It utilises common sentence structures that
are used for describing the expression of miRNA molecules in
cancer. These structures are used to create a rule set against
which sentences of publication abstracts are matched. Match-
ing sentences are then extracted and manually curated. Only
relationships that are verified from these sentences are stored
in the database. After proper adaptation, MirCancer’s text
mining could be used to identify miRNA-to-gene interac-
tions.

Note that none of the existing automatic methods (i.e.,
MirSel, MiRCancer, and the text mining phase of TarBase)
use full text of publications and none of them support 8
species. Moreover, they utilise rules on how the co-occurrence
of a miRNA name, a gene name and a term indicating an
association between them in the same sentence, suggest a
miRNA-to-gene interaction. This approach may result in
many false interactions since the meaning of a sentence may
be altered by its context. On the other hand, TarMiner uses
a classifier trained on curated data that considers many NLP
features and, thus, is able to filter out such false positives.

5. CONCLUSION
To conclude, we presented TarMiner, an automated tool

for identifying verified miRNA-to-gene interactions present-
ed in scientific texts. Our approach consists of (a) applying
NLP to construct feature vectors for each contained miRNA-
gene pair, and (b) classifying each pair as interaction or non-
interaction based on the binary maximum entropy model.
TarMiner’s classifier is trained using data from PMC and
TarBase v7 databases.

We evaluated TarMiner applying 5-fold cross validation.
The experiments revealed satisfying precision and recall for
publications containing up to ten interactions. To the best of
our knowledge, no prior work used a trained classifier for the
task of miRNA-to-gene interaction recognition and no prior
method used curated data for evaluating its performance in
terms of correctly identified targets.

Acknowledgements. This work was performed in the frame-
work of MEDA project within GSRT’s KRIPIS action, funded by
Greece and the European Regional Development Fund of the Eu-
ropean Union under the O.P. Competitiveness and Entrepreneur-
ship, NSRF 2007-2013 and the Regional Operational Program of
ATTIKI.

6. REFERENCES
[1] S. Bird, E. Klein, and E. Loper. Natural language

processing with Python. ” O’Reilly Media, Inc.”, 2009.

[2] R.W. Carthew. Gene regulation by micrornas. Curr. Opin.
Genet. Dev., 16(2):203–208, 2006.
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